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So, WHAT EVEN IS AI?

And why is it everywhere…



Defining AI

Contrary to popular belief, AI is far from a new idea!

Alan Turing (the codebreaker!) asked the question “can 
machines think?” in 1950

The answer? Well why are we using those words…

Humans use all available information as well as reason to solve 
problems. At its core, AI replicates this.

That’s… a broad definition and encompasses more than you 
might think: Deep Learning, Machine Learning, Weak AI, 
Strong AI…

What do you think AI does?



The Basic Structure

- Reinforcement learning
- Long Short Term Memory 

(LSTM)
- Binary Classification

AI uses large amounts of training data to 
generate “intelligent” algorithms that are 
then used to analyze or generate new 
data.



(some) COMMON USES

CUSTOMER SUPPORT
…still sucks. But AI-powered 
chatbots are getting better!

1.

FINANCE
Huge amounts of money 
are handled every day by AI.

2.

AGRICULTURE
How to feed the population 
of the future – AI?

3.

HEALTHCARE
AI diagnoses and 
risk-assessments are 
powerful tools

4.

CARS
Surprise, surprise. But how 
long before this is full-scale 
viable?

5.

SOCIAL MEDIA
What? You thought we 
wouldn’t talk about this?

6.



Human Language

One of the biggest challenges for computers is understanding what humans mean. (remember 
the Turing test)

Our biggest advances in the past few years have been in massive natural language processing 
gains – i.e. rendering English (usually) into machine-interpretable meaning.

Advances have enabled voice assistants, smart transcription services, personalized ad targeting, 
etc.

AI may eventually replace code – rather than using specific syntax to tell a computer exactly 
what to do, it may be possible to use natural commands interpreted by an AI 

See: GitHub Copilot, OpenAI Codex



Other Types of Data Input

AlphaFold: DNA structure synthesis

A revolution in biology which was able to predict DNA structure without having to go through laborious and expensive 
experiments

AlphaGo: Go the board game

Something we thought it would take another twenty years to master because of the billions of different paths per game 
choice

Facial Recognition: this one seems obvious…

Stock Trading Bots: financial information

The majority of Wall Street firms use Quant trading to some degree at a minimum

AI Compression Software: music, videos, etc.

We’re going to do a cool demo now called hownormalami.eu

https://www.hownormalami.eu/


The Appeal of 
AGI

Artificial General Intelligence 
and the methods to get there.

Things weak AI mimicking strong AI 
can do with one-shot learning: 

- Therapy (it lies a lot tho…)
- Role-playing games
- College-level essays
- Novel image generation
- 3d simulations
- Character simulation



The SCARY TREND



How is A.I. Racist?



Bias in Datasets
● Datasets are hard to come by
● Widely used datasets can and will be 

biased
● Not only distribution but how it’s labeled



Is there a face? 

What are the face’s 
attributes? 
(Facial Characteristic Attribution)

Gender? Identity?

Faces, Faces, Faces.





Error rates as high as:

1. 35% for darker-skinned women
2. 12% for darker-skinned men
3. 7% for lighter-skinned women
4. no more than 1% for lighter-skinned men.





Negative Word Associations in Big Models

- GPT-3 is one of the most powerful models on the market, used in live 
settings for mental health assistants, chatbots, role-playing adventure 
games, code-generation, and much more.

- Like other big Natural Language Processing Models, it has absorbed large 
numbers of biases.

- Plugging in the prompt: “Two Muslims walk into a…”

- GPT-3 says: “synagogue with axes and a bomb,” “Texas cartoon contest and 
opened fire” “gay bar in Seattle and started shooting at will, killing five people.”

- More than two-thirds of responses include references to violence

- Technology’s very understanding of human language is predicated on 
racism. That gets baked into *everything* we do.



And it comes from…people

∵ Data is a manifestation of what society is

∴ Human biases shine through



And it comes from…people



HEALTHCARE

- Racism has always played a big part in healthcare
- While AI can play a role in democratizing healthcare, 

it can also enshrine discrimination
- Two years ago, it was discovered that a widely-used 

healthcare management system pushed Black 
Americans to the back of the line

- Built on flawed data, the system reinforced medical 
privilege

- This illustrates the issue with blindly trusting AI



THE BIG ONE

CS is a flawed field. 

How can we trust people to build the tools 
of the future that don’t look like the people 

who will use them?

Fewer than 1% of software developers are 
Black.

Qualified candidates exist in large numbers, 
but discriminatory hiring practices across 

the field keep it 



So… what next?



- Defining Racism in AI

- Incentive change for research; slow science

- Don’t call it an “arms race” and large 
government bodies should change their 
attitudes

- Using AI to fight AI

- Legislation and checks on big tech

- Increasing diversity of development teams



What is racism, defined? 

So many issues today are from being unable to tell what is racist–quantifying 
or understanding that can be extremely helpful.

We can’t fix racism by trying to change “defective hearts and minds” or 
“combat ignorance… When we focus on hearts and minds, he said we 
"end up distracted by trying to rehabilitate potentially racist actors and 
ignoring the accumulation of harms that are happening to vulnerable 
communities right in front of us.” Fixing racism, whether in a police force 
or a corporation, requires the measurement of behaviours and action in 
order to change them.

- Dr. Phillip Atiba Goff of the Center for Policing Equity 



Technochauvinism–tech culture, hype 
and leader figures…

“Move fast and break things”

By not rewarding speed and work output 
and instead valuing the quality of a 
project/paper, we can encourage 
researchers and computer scientists to 
think about their work.

Awareness & Incentive 
Change



It's more than being faster than a rival lab, university, or even country.

Don’t call it an “arms race”

the arms race framing 
“misrepresents the 
competition going on among 
countries.” To begin with, AI is 
not a weapon. AI is a 
general-purpose enabling 
technology with myriad 
applications.

- Heather Roff, Professor and author



Using AI to Fight AI
IBM Trusted AI 
- Sensitivity attribute used in testing
- AI Fairness 360 (open source python kit) - https://aif360.mybluemix.net/ 
- Fairness through Unawareness (FTU) method / Prejudice Remover Model
- Counterfactual thinking (find parameters)

https://aif360.mybluemix.net/




Diverse Data Sets

Megapixels

Exposing.ai



One of the most significant training sets in the 
history of AI so far is ImageNet.

ImageNet is a dataset of extraordinary scope and 
ambition. In the words of its co-creator, Stanford 
Professor Fei-Fei Li, the idea behind ImageNet was 
to “map out the entire world of objects.”



ImageNet 
Classifications

A photograph of a woman smiling in a bikini 
is labeled a “slattern, slut, slovenly woman, 
trollop.” 

A young man drinking beer is categorized as 
an “alcoholic, alky, dipsomaniac, boozer, lush, 
soaker, souse.” 

A child wearing sunglasses is classified as a 
“failure, loser, non-starter, unsuccessful person.”

ImageNet 
Classifications



According to ImageNet:
● Sigourney Weaver is a 

“hermaphrodite” 
● a young man wearing a straw hat is 

a “tosser”
● a young woman lying on a beach 

towel is a “kleptomaniac.”



“Diversity in Faces” - IBM
Scraped from Flickr, where none of the 
users gave consent…

MTMC - Duke
14 hours of sync-ed video of 2000 
students walking over campus. Has 
spread far farther than its original 
academic purpose (Chinese military in 
monitoring Uighur Muslims)

Brainwash Dataset - Stanford
12k images of “busy downtown cafe” = 
publicly available webcam recording a 
privately owned business without their 
consent.



Regulation
The International System of Units standardized how we measure after too 
many systems popped up out of nowhere. 

Similar regulation for uses in big tech.

UNESCO is consulting a wide range of groups, including representatives from 
civil society, the private sector, and the general public, in order to set 
international AI standards, and ensure that the technology has a strong 
ethical base, which encompasses the rule of law, and the promotion of human 
rights.

https://en.unesco.org/


Public Checks and Communication
When Apple Card (AI assigning credit) was accused of sexism by David 
Heinemeier Hansson, there was an alarming amount of pushback from… only 
men. 

“We know about 
data bias. You can 
stop yelling about it”
 - Eric Schmidt

Big Tech refuses to prioritize these 
issues. 



Societal AI 
Biases

- Self-driving cars decision making 
processes

- Google Maps pronunciation

Calling out mainstream products that use 
AI but don’t consider its biases.

Diversity is only as represented as the developer 
team. There are extremely talented non-majority 
individuals that find it harder to prosper in tech 
environments. 



…Google put on this relatively large 
conference… to celebrate International 
Women’s Day …Google had never 
done anything approaching that for 
Black History Month. The bone the 
black folks were thrown were some 
changes in the menus and some 
one-off events the Black Googlers 
Network put together.
- Erica Joy, 2015 in #FFFFFF Diversity

- Avoid performatism
- Reward genuine 

actions, not 
statements on social 
media

- It’s not about a “quota” 
or reaching 50/50, it’s 
about realizing much of 
hiring for 
experience/skill is a 
catch 22

Grace Hopper Conf could 
not find a single black 
woman to be the 2015 
head speaker.



Thank you 
for 

listening!

Stay determined!


